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We report on the study of spatiotemporal self-organization of carriers in photoexcited GaAs quantum wells.
Propagating interfaces between electron-rich and hole-rich regions are seen as expanding and collapsing
exciton rings in exciton emission patterns. The interfaces preserve their integrity during expansion, remaining
as sharp as in the steady state, which indicates that the dynamics is controlled by carrier transport. The front
propagation velocity is measured and compared to theoretical model. The measurements of expanding and
collapsing exciton rings afford a contactless method for probing the electron and hole transport.
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I. INTRODUCTION

Front propagation in conducting media driven by injec-
tion or photoexcitation of carriers with opposite polarities is
fundamental and ubiquitous in nature and technology. Di-
verse examples of moving interfaces resulting from self-
organization of charge carriers range from traveling fronts of
impact ionization in semiconducting structures1–4 to transient
dynamics in fuel cells.5,6 The ability to control front propa-
gation and spatial width is important in applications, includ-
ing subnanosecond high-voltage pulse power ramps1–4 and
ignition of fuel cells.5,6

In this paper, we report on the study of expanding and
collapsing exciton rings, formed at the boundaries between
electron-rich and hole-rich regions in GaAs quantum wells.
Such self-organization of excitons in steady-state ringlike
patterns has been observed a few years ago7 and thoroughly
studied recently.8–11 Here, we use spatiotemporal imaging of
ring dynamics to measure its formation and propagation.

The real time imaging of expanding and collapsing exci-
ton rings opens up several avenues of investigation. In this
work, we demonstrate that the dynamics of exciton rings can
be used for probing the electron and hole transport. Similar
to other optical methods, this technique is contactless and
therefore can be applied even when good contacts are diffi-
cult to make �see Ref. 12 and references therein�. In particu-
lar, in this paper we study coupled electron-hole �e−h� layers
separated by 4 nm barrier �12 nm between the centers of e
and h layers�. The task of making separate contacts to
coupled e−e or e−h layers for transport measurements be-
comes challenging for systems with sub-10 nm barrier width.
Yet, this is the most interesting regime, in which strong in-
terlayer correlations can give rise to a variety of electronic
states.13–21

As we shall see, the use of ring dynamics as a vehicle for
studying carrier transport is made possible because ring ex-
pansion and collapse occur on time scales which are much
longer than the ring formation time. The observation that
exciton rings preserve their integrity during expansion and
collapse shows that the characteristic times for the latter are
much slower than those for self-organization of electrons,
holes, and excitons into ringlike patterns.

In Sec. II, we present the experimental data on exciton
front propagation in photoexcited GaAs quantum wells seen
as expanding and collapsing rings in exciton emission pat-
terns. In Sec. III, we summarize the transport model of ex-
citon rings, developed in Ref. 8, which interprets the rings in
terms of the boundaries between electron-rich and hole-rich
regions. In Sec. IV, we compare experimental data with nu-
merical simulations of the ring dynamics and use the mea-
surements of the front propagation velocity for estimating
the electron and hole diffusion coefficients. A short summary
of the work is given in Sec. V. The unit calibration and fitting
procedure are described in the Appendix.

II. EXPERIMENTAL RESULTS

The coupled quantum well structure �CQW� used in these
experiments was grown by molecular beam epitaxy. It is
comprised of two 8 nm GaAs QWs separated by a 4 nm
Al0.33Ga0.67As barrier and surrounded by 200 nm
Al0.33Ga0.67As layers �for details on the CQW see Ref. 7�.
The recombination lifetime of the indirect excitons in the
CQW is about 50 ns.23 The measurements were performed
using time-resolved imaging with 200 ns integration window
and 2 �m spatial resolution at T=1.4 K. The electrons and
holes were photogenerated using rectangular excitation
pulses of a semiconductor laser at 1.95 eV, above the
Al0.33Ga0.67As gap ��1.93 eV�, with a 8 �m spot. The pulse
width was 10 �s, with the edge sharpness better than 1 ns,
and the repetition frequency of 67 kHz �Fig. 1�i��. The period
and duty cycle were chosen to provide time for the pattern to
approach equilibrium during the laser pulse and to allow
complete decay of the emission between the pulses. Different
pulse widths and repetition frequencies were found to yield
similar results. Time-dependent emission images were ac-
quired by a nitrogen-cooled CCD camera after passing
through a time-gated PicoStar HR TauTec intensifier with a
time-integration window of 200 ns. An 800�5 nm interfer-
ence filter, chosen to match the indirect exciton energy, was
used to remove the low-energy bulk emission and high-
energy direct exciton emission. The spectral filtering and
time-gated imaging provided the direct visualization of the
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spatial intensity profile of the indirect exciton emission as a
function of the delay time t after the laser pulse.

Figures 1�a�–1�h� show typical time evolution of the ex-
citon emission pattern. After the start of a rectangular exci-
tation pulse, the exciton ring expands �Figs. 1�a�–1�c�� ap-
proaching a steady state; simultaneously, several rings appear
inside the expanding ring. These smaller rings are centered
around the localized bright spots �LBS�. They can be also
seen in cw experiments �cf. Ref. 8�. After the excitation pulse
ends, the external ring collapses while the LBS rings expand
�Figs. 1�d�–1�h��. A movie showing the front propagation of
the expanding and collapsing rings in the emission pattern of
indirect excitons is presented in Ref. 24. The time evolution

of the external ring radius for different values of excitation
power Pex and gate voltage Vg is shown in Figs. 2�a� and
2�b�. To compensate for the deviation from perfect circular
shape, the ring radius was estimated from the net area en-
closed by the ring. The time evolution of the LBS-ring radius
for different LBS and Vg is shown in Figs. 3�c� and 3�d�.

III. MODEL

The observed dynamics was simulated using the model
based on the in-plane spatial separation of electrons and
holes.8–11 The mechanism for the external ring formation can
be summarized as follows. The electrons and holes, photo-
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FIG. 1. �Color online� �a–h� Spatiotemporal exciton pattern formation. Emission images for indirect excitons at different time delays
obtained with time-integration window of 200 ns. Zero time is chosen at the end of the laser pulse. Gate voltage Vg=1.235 V, laser peak
power Pex=1.82 mW. �i� Schematic of the laser pulse duty cycle sequence. �j� Schematic of carrier transport in the external ring and LBS
ring �see text�.
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FIG. 2. �Color online� Expansion and collapse of the external ring. �a� Measured time dependence of the ring radius for several values
of excitation power Pex=0.45, 0.76, 1.04, and 1.82 mW at Vg=1.235 V �triangles, squares, circles�, shown together with simulated dynam-
ics, Eq. �1�. Results of four different simulations are combined together, for hole source values Ip=17.5, 26.25, 32.5, and 42.5
�from bottom to top� and �=4.2�106 s−1 �for definition of units see Appendix�. �b� Measured dynamics of the external ring radius for
Vg=1.22 and 1.245 V at Pex=0.76 mW �squares and circles� and simulated dynamics for different electron sources �=2.85 �larger radius�
and 5.4�106 s−1 �smaller radius� at Ip=26.25. The values of other parameters used in the simulations in �a,b� were kept fixed:
De=80 cm2 /s, Dh=26 cm2 /s, nb=1, and w=4. �c� Simulated dynamics for Dh=16, 26, and 40 cm2 /s and the measured dynamics for Pex

=1.82 mW with the rest of the parameters the same as in �a�. The simulations are shifted so that t=0 corresponds to the time when the ring
radius is maximum. The value Dh=26 cm2 /s gives the best fit to the measured dynamics. �d,e� Ring radius R and collapse time �R in
simulations vs. Dh with the rest of the parameters the same as in �c� �squares�. Red line marks the experimental result in �c�.
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generated by the photons with the energy above the bandgap
of the Al0.33Ga0.67As layers, can travel in the direction per-
pendicular to the CQW plane, with some of the carriers be-
ing trapped in the CQW. Because the holes are heavier than
electrons, the hole trapping to the CQW is more efficient,
and therefore an imbalance between holes and electrons in
the CQW is created under such photoexcitation. The photo-
excited electrons recombine with an equal number of photo-
excited holes, producing emission in the vicinity of the ex-
citation spot. At low temperatures and densities, those
electrons and holes can bind to form excitons, which can
travel away from the excitation spot and cool down to the
lattice temperature resulting in the formation of the inner
ring in the emission pattern.7,22,23 The remaining holes,
which were photocreated in CQW in excess of the photocre-
ated electrons, diffuse farther away from the laser excitation
spot in the CQW plane, as illustrated in Fig. 1�j�. The diffus-
ing holes recombine with the ambient electrons present in the
entire CQW plane due to an electric current through the
structure. This process depletes electrons in the vicinity of
the laser spot, creating a hole-rich region. At the same time,
a spatial nonuniformity in the electron distribution accumu-
lates, causing a counterflow of electrons toward the laser
spot. Excitons created at the interface between the inner
hole-rich region and the outer electron-rich region give rise
to a ringlike emission pattern, the external ring.

This mechanism of ring formation can be modeled by a
system of coupled equations

�tn = Dn�
2n − wnp + ��nb − n� ,

�tp = Dp�
2p − wnp + Ip��r� , �1�

with n and p the electron and hole densities, De and Dh the
diffusion coefficients, and w the rate of electron and hole

binding to form an exciton. Hole production at the excitation
spot is described by the term Jh= Ip��r�. Electron production
occurs over the entire plane; the source Je=��nb−n� is given
by the difference of the currents in and out of the CQW, with
��r� the electron escape rate and nb�r� the background elec-
tron density in the CQW in the absence of photoexcitation. A
stationary solution of Eq. �1�, with spatially independent nb

and �, exhibits electron-rich and hole-rich regions separated
by a sharp interface where the exciton density nX�np is
peaked, corresponding to the external ring.8

Several approximations are used in this model: �i� the
hole escape out of the CQW is neglected. This is accurate
when the number of escaping holes is small compared to the
number of holes recombining with electrons in the CQW.
Including such term in Refs. 9–11 results in a qualitatively
similar pattern, having little effect on the predicted dynamics
of the pattern; �ii� the hole source width is approximated as
zero. This is accurate when it is much smaller than the ring
diameter; �iii� the diffusion coefficients are approximated as
coordinate and density independent; �iv� the electron source
is approximated as coordinate independent. The electron
source is strongly enhanced at LBS centers in the CQW �see
Sec. IV�. This approximation is accurate when the ring area
contains many LBS.

In addition, we neglect the drift of electrons and holes
arising due to the in-plane electric field. To understand when
the effect of the drift can be important, let us analyze trans-
port equations for one species, electrons or holes, in the pres-
ence of the drift term

�n

�t
= D�2n − �� · �	F� n� , �2�
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FIG. 3. �Color online� Dynamics of LBS rings. �a,b� Emission images for indirect excitons at time delays 0.2 and 1.5 �s after the laser
pulse end. The arrows mark four LBS rings. �c� Measured dynamics of the ring radius for LBS 1, LBS 2, and LBS 3 �yellow, green, and red
arrows in �a,b�� at Vg=1.235 V and Pex=1.82 mW �squares, triangles, circles�. Note that the brighter LBS in �a� expands faster. Simulated
dynamics for different electron source values at the LBS center nbc=4000, 7000, and 8400 �from bottom to top�, nbo=0.05 away from the
LBS center, and the hole density at the pulse end pb=10 �color scale curves�. �d� Measured dynamics of ring expansion for LBS 4 �white
arrow in �a,b�� for Vg=1.22 and 1.245 V at Pex=0.76 mW �circles, triangles� and simulated dynamics for �=3 �lower colorscale curve� and
4.95�106 s−1 �upper color scale curve�, nbc=12600, nbo=0.05. De=80 cm2 /s, Dh=26 cm2 /s, and w=64 in the simulations in �c,d�.�e�
Simulated dynamics for De=30, 80, and 200 cm2 /s and experimental dynamics for Vg=1.22 V with the rest of the parameters the same as
in �d�. The electron diffusion constant De=80 cm2 /s provides the best fit to the measured dynamics.
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F� = − �� �Un� , �3�

where n is particle density, 	 is mobility, and F� is a force
describing Coulomb repulsion between particles. In Eq. �3�,
a short range interaction U=4
e2L /�, where L is the
distance to the doped region and � is the dielectric
constant, is used to describe the behavior on lengthscales
much greater than L, where the value of U is obtained from
U= 2
e2

�k �1−e−2Lk�� 4
e2

� L with kL�1. Plugging Eq. �3� in
Eq. �2�, we find �n /�t=D�2n+U	�� �n�� n�. Comparing the
two terms on the right hand side, we see that the drift term is
unimportant at densities smaller than

n0 �
D

U	
�

kBT�

4
e2L
, �4�

where we have used the Einstein relation 	=D /kBT.
Using experimental parameter values T=1.4 K and

L=200 nm we obtain n0�108 cm−2. Since the density of
electrons and holes is not measured in our experiment, we
cannot directly assess the importance of the contribution of
the drift term to the carrier transport. However, the agree-
ment between our modeling and the experimental data �see
Sec. IV� indicates that the approximation neglecting the car-
rier drift effect works reasonably well for the studied system.

IV. NUMERICAL SIMULATIONS AND COMPARISON TO
EXPERIMENTAL DATA

Here, we employ the model �1� to study the ring dynam-
ics. The solutions of Eq. �1� were used to obtain exciton
concentration as nX�np. The time-dependent profile of nX,
presented in Fig. 2 along with the experimental data, repro-
duces all essential features of the observed dynamics: ring
expansion, first rapid, then more slow, followed by collapse
when the laser source is turned off. The data obtained for
different conditions, such as Pex and Vg in Figs. 2�a� and
2�b�, were fitted using one set of parameters Dh, De, w, and
nb.

The expansion and collapse of the ring occurs on rela-
tively long time scales, in the range of microseconds, con-
trolled by the carrier diffusion in the sample. This is much
longer than the tens of nanoseconds estimated for the inner
ring, where decay is limited by the exciton lifetime.23 This
sensitivity to diffusion makes the external ring an effective
probe of carrier transport.

An increase in the amount of holes created by a higher
laser excitation results in an increase in both the ring radius
and the collapse time �Fig. 2�a��. In contrast, increasing gate
voltage results in an increase in the number of ambient elec-
trons, which reduces both the ring radius and the collapse
time �Fig. 2�b��. These dependences, observed in experiment,
are borne out by the simulations.

The parameters in simulations were chosen to fit the ring
radius R at the laser pulse end and the ring collapse time �R,
evaluated as the time it takes for the radius to drop by 50%.
The simulations show that R and �R depend strongly on some
of the parameters, e.g., the hole and electron sources in Eq.
�1�, and weakly on the others, e.g., the exciton formation rate

w or electron diffusion coefficient De, see the Appendix.
Our task was made simpler because the radius R is essen-

tially independent of the hole diffusion coefficient �Fig.
2�d��. This can be understood from the continuity equation
for hole transport in a steady state: for large R, the hole flux
at the ring becomes independent of Dh since an increase in
Dh leads to a corresponding reduction in the density gradient
conserving the total hole flux.25 In contrast, the collapse time
�R depends strongly on Dh and relatively weakly on De �Fig.
2�e��, since the electron source is spread everywhere in the
CQW plane, while holes are only created in the laser spot
and have to travel to the ring from there. These observations
can be used to estimate Dh from the observed ring dynamics:
First, the sources can be determined by fitting the ring radius,
then Dh becomes the main parameter determining �R, so that
it can be estimated from fitting the measured �R. The best fit
gives an estimate Dh�26 cm2 /s �Figs. 2�c� and 2�e��.

Now we analyze the dynamics of LBS rings �Fig. 3�,
which are centered around electron current filaments.8

Each such filament represents a local electron source
creating an electron-rich region, surrounded by a hole-rich
region inside the external ring. The interface between the
hole-rich and electron-rich regions is seen as an LBS ring in
exciton emission �see schematic in Fig. 1�j��. The LBS-ring
dynamics after the laser pulse was modeled by Eq. �1� with
electron source peaked at the LBS center: nb�r
r0�=nbc,
nb�r�r0�=nbo. We used r0=0.26 �m, which is smaller than
the experimental resolution. The results were not sensitive to
the choice of r0.

When the laser is turned off, the hole source is terminated
and the electrons injected by the current filament travel out-
wards expanding an electron-rich region around the LBS
center and pushing the electron-hole interface away from it.
This results in the expansion of the LBS ring �Fig. 3�. Fig-
ures 3�a�–3�c� show that a brighter LBS expands faster.
Since the LBS 1, 2 and 3 are at essentially the same distance
from the laser spot and thus have a similar hole density
around them, this behavior originates from a larger electron
source for a brighter LBS. We observe faster LBS-ring ex-
pansion for higher gate voltage Vg �Fig. 3�d��; this originates
from a larger electron source for a higher Vg. These depen-
dences are consistent with those found in simulations. Since
for LBS formation the roles of electrons and holes inter-
change, the LBS expansion and collapse dynamics can be
used to determine the electron diffusion coefficient De in a
manner similar to the external ring dynamics used to deter-
mine Dh. The local electron source at the LBS center, which
dominates the initial expansion of the LBS ring, can be de-
termined from measured initial expansion speed. Following
the steps outlined above we arrive at an estimate De
�80 cm2 /s.

V. SUMMARY

In summary, we studied exciton front propagation in pho-
toexcited GaAs quantum wells seen as expanding and col-
lapsing exciton rings in exciton emission patterns. The mea-
surements of the front propagation velocity are used to
estimate the electron and hole diffusion coefficients.
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APPENDIX

Unit calibration. The model includes the units of length,
time, and particle number. The units in simulations L, T, and
N correspond to the real units in experiments L�, T�, and N�
with the rescaling factors CL= L�

L , CT= T�
T , CN= N�

N .
Experimental data for Pex=1.82 mW, which produces the

ring with the radius R�=200 �m in the experiment, corre-
spond to the simulation with Ip=42.5 and R=8, see Fig. 2�a�.
This yields CL= R�

R =25 �m. The laser pulse width in the ex-
periments T�=10 �s corresponds to T=300 in the simula-
tions. Therefore CT= T�

T =3.3�10−2 �s. The determination of
CN requires the measurement of either the formation rate of
excitons or the current through the structure, see below. It is
not done in the present work.

In the Eq. �1� used in the simulations, all parameters are
in the simulation units. The equation should keep its form
when the units are changed to real. The rescaling relation-
ships for the terms in the equation are: �t=CT�t�,

�2=CL
2��2, n=

CL
2

CN
n�, I=

CT

CN
I�, ��r��=CL

2��r�� �. Plugging them
to Eq. �1� yields

CTCL
2

CN
�t�n� =

CL
4

CN
Dn��2n� −

CL
4

CN
2 wn�p� +

CL
2

CN
��nb� − n�� ,

CTCL
2

CN
�t�p� =

CL
4

CN
Dp��2p� −

CL
4

CN
2 wn�p� +

CTCL
2

CN
Ip���r�� � .

�A1�

Comparing Eq. �A1� with the equation in real units

�t�n� = Dn���2n� − w�n�p� + ���nb� − n�� ,

�t�p� = Dp���2p� − w�n�p� + Ip���r�� � , �A2�

gives the rescaling relationships for the coefficients

Dn� =
CL

2

CT
Dn = 200 cm2/s � Dn,

Dp� =
CL

2

CT
Dp = 200 cm2/s � Dp,

w� =
CL

2

CTCN
w =

200 cm2/s
CN

� w ,

�� =
1

CT
� = 3 � 107/s � � . �A3�

As described in Sec. IV, Dn can be obtained from the LBS-
ring kinetics and Dp—from the external ring kinetics. The
other parameters are briefly discussed below. The parameter
describing the electron source � can be obtained from both
LBS and external ring measurements as described in Sec. IV.
Our simulations show that varying the exciton formation rate
w affects the ring width but practically does not change the
ring radius and decay time. Therefore, w was not determined

from the data. The determination of the density n=
CL

2

CN
n� re-

quires the evaluation of CN. In turn, CN can be determined by
measuring the electron current through the sample in the
absence of photoexcitation. However, the current in the ex-
periments is small and its measurement is beyond the scope
of this work �total leakage current in the structure is �1 �A
for the excitations above the AlGaAs gap and below the in-
strumentation sensitivity 10 nA for resonant or no excita-
tion�.

Fitting procedure. There are six parameters in Eq. �1�:
diffusion coefficients Dn and Dp; exciton formation rate w;
and source terms presented by Ip, �, and nb. For CN un-
known, we set nb=1. We probed the dependence of the ring
radius and collapse time on each other parameter, see Fig. 4.

Varying the exciton formation rate w practically does not
change the ring radius R and collapse time �R, see Figs. 4�c�
and 4�j�. Varying Ip and � simultaneously keeping Ip / ��nb�

20 25 30 35 40

2

3

D
ec
ay
Ti
m
e
(μμ
s)

Dp (cm2/s)

150

200

250
R
in
g
R
ad
iu
s
(μμ
m
)

40 60 80 100 120
Dn (cm2/s)

3 4 5

γγ (106/s)
1.0 1.5 2.0

nb(a.u.)
25 30 35 40 45

Ip(a.u.)
1 2 3 4 5 6

w (a.u.)
2 3 4

γγ (106/s)

100 150
Ip(a.u.)

a

h

g

n

f

m

e

l

b

i

c

j

d

k

FIG. 4. �Color online� �a–g� Radius and �h–n� collapse time of the external ring as a function of parameters in the simulations. �a–f, h–m�
One parameter is varied while the others are kept at the values presented for the top curve in Fig. 2�a�. Dp and Dn are the hole and electron
diffusion coefficients, w electron-hole binding rate, � electron escape rate, nb background electron density in the CQW in the absence of
photoexcitation, and Ip hole production rate in the excitation spot. �g,m� Ip and � are varied simultaneously keeping the ratio Ip /� constant
while the other parameters are kept at the values presented for the top curve in Fig. 2�a�.
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constant only weakly changes R �consistent with the conclu-
sions of Ref. 11� and �R, see Figs. 4�g� and 4�n�.

In our fitting procedure for the external ring, we first de-
termined the sources by fitting R, see Figs. 4�d�–4�f�. Then
Dh becomes the parameter, which determines the ring col-
lapse time, so that it can be estimated from fitting the mea-
sured �R. The best �R gives an estimate Dh�26 cm2 /s, see
Fig. 4�h�. Both R and �R are only weakly sensitive to Dn, see
Figs. 4�b� and 4�i�. The estimate for Dn=80 cm2 /s was ob-
tained by fitting the kinetics of LBS rings, see Sec. IV. In
turn, the obtained values of Dn and Dp were used in estimat-

ing �, nb and Ip by fitting the ring radius, Figs. 4�d�–4�f�,
embracing the procedure.

The procedure for LBS was similar. The ratio of sources
was obtained by fitting the initial LBS-ring expansion be-
tween t=0 and 1 �s. Then Dn was estimated by fitting the
expansion at t�1 �s.

The false color plots presenting the simulations in the
paper show the value n� p, which is proportional to the
exciton density. To combine several simulation results in one
figure, we present the maximum value in the simulations for
each time.
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