
spacings that match the observation of the smaller arcs. Conversely,
we note that if the arcs’ current mean motion did not differ from
that of the CIR, that is, if there were no observed offset, the CER is
still the only resonance that can both confine the arcs and explain
the longer radial structures; the required mass for shifting the CER
to the CIR location can be found in Fig. 2.

The ring mass we determined, 0.002m G assuming e G ¼ 1026,
corresponds to a parent 10-km-radius satellite with a density similar
to Galatea’s. We note that many of our results can be reproduced in
the case of a massless arc system if a second satellite shares its orbit.
A similar model was put forward shortly after the discovery of the
ring arc system but prior to Voyager’s more detailed observations16.
A closer inspection of this two-satellite model however shows that
the second satellite would produce a single continuous arc at each
equilibrium point (L4 or L5), leaving the sequence of small arcs
unexplained. A satellite co-orbital to the arcs of mass 0.002m G

would activate the CER, which in turn modifies the satellite’s
potential near L 4 and L5 to allow a structure similar to the arcs.
However, Voyager data exclude9 undetected satellites of radius
larger than 6 km implying that the mass required for the angular
confinement of the arcs is not contained in a single body. Modelling
the breakup of an arc parent satellite10,11 should henceforth include
the dynamical effects described in this paper in order to ascertain
the angular distribution of mass and solve the problem of radial
stability of the arcs. If the torques exerted by Galatea on the arcs
work like those in Saturn’s rings12,13, the rate of radial migration of
the arcs is 2.4 km yr21, disrupting the arcs in less than a year.
However, the satellite’s torque is less likely to cause a significant
drift in the arcs’ radial position if the rings’ mass is concentrated in a
few clumps.

The value estimated here for Galatea’s eccentricity, about 1026, is
consistent with the requirement that the arcs have a small mass,
regardless of the physical model responsible for their angular
confinement. The fact that the current spread in semi-major axis
of the arcs leads to such a small eccentricity is encouraging, because
we expect that the decay timescale of Galatea’s eccentricity due to
the tides raised by Neptune1 is of the order of 108 years, implying a
rapid circularization of the orbit over the age of the Solar System.
More precise measurements of Galatea’s orbital elements, as well as
models of the tidal evolution of the inner neptunian satellites
together with the ring–Galatea interaction13, are needed to fully
validate the resonance model presented here and determine the
origin of the small residual eccentricity in Galatea’s orbit responsible
for the arcs’ confinement. A
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An exciton is an electron–hole bound pair in a semiconductor. In
the low-density limit, it is a composite Bose quasi-particle, akin
to the hydrogen atom1. Just as in dilute atomic gases2,3, reducing
the temperature or increasing the exciton density increases the
occupation numbers of the low-energy states leading to quantum
degeneracy and eventually to Bose–Einstein condensation
(BEC)1. Because the exciton mass is small—even smaller than
the free electron mass—exciton BEC should occur at tempera-
tures of about 1 K, many orders of magnitude higher than for
atoms. However, it is in practice difficult to reach BEC con-
ditions, as the temperature of excitons can considerably exceed
that of the semiconductor lattice. The search for exciton BEC has
concentrated on long-lived excitons: the exciton lifetime against
electron–hole recombination therefore should exceed the charac-
teristic timescale for the cooling of initially hot photo-generated
excitons4–10. Until now, all experiments on atom condensation
were performed on atomic gases confined in the potential traps.
Inspired by these experiments, and using specially designed
semiconductor nanostructures, we have collected quasi-two-
dimensional excitons in an in-plane potential trap. Our photo-
luminescence measurements show that the quasi-two-dimen-
sional excitons indeed condense at the bottom of the traps,
giving rise to a statistically degenerate Bose gas.

More than three decades ago Keldysh and Kozlov1 showed that in
the dilute limit, naD

B ! 1 (aB is the exciton Bohr radius, n the
exciton density and D the dimensionality), excitons behave as
weakly interacting Bose particles and are expected to undergo the
Bose–Einstein condensation (BEC). Because the exciton mass, M, is
very small, the three-dimensional critical temperature for exciton
BEC, T3D

c ¼ 0:527k21
B 2p �h2M21ðn=gÞ2=3 (g is the spin degeneracy of

the exciton state, k B is the Boltzmann constant), should reach
several Kelvins at experimentally accessible exciton densities, that
is, about six orders of magnitude higher than the critical tempera-
ture for atom BEC. The theoretical predictions for exciton BEC and
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a possible crossover from exciton BEC at low densities to the
Bardeen–Cooper–Schrieffer (BCS)-like condensate, the excitonic
insulator, at high densities (naD

B @ 1) (ref. 11) have initiated
intensive experimental studies4,5,7,5,9–10.

In spite of the relatively high T c, it is experimentally very difficult
to lower the temperature of a high-density exciton gas enough to
reach the BEC. Cooling semiconductor lattices well below 1 K is
routinely achieved with He refrigerators. Nevertheless, the exciton
temperature, TX, can often considerably exceed that of the lattice. In
fact, because the excitons can recombine, TX is determined by the
ratio of the exciton energy relaxation and recombination rates.
Therefore, the search for BEC has concentrated on long-lived
excitons: to reach low enough TX after the initial photo-generation,
the exciton gas should be given time to lower its temperature to
close to that of the lattice.

Over the last two decades the experimental efforts to observe
exciton BEC in bulk semiconductors dealt mainly with bulk Cu2O
(refs 4, 5), a material whose ground exciton state is optically dipole-
inactive and has, therefore, a very low radiative recombination rate.
The conditions necessary for realization of BEC in Cu2O appeared
to be experimentally accessible: Tc / n2=3 would reach .2.3 K at
exciton density n ¼ 1017 cm23. However, another, competitive
density-dependent process begins at high n: the exciton Auger
recombination rate, proportional to n, which increases faster than
T c with increasing n. Recent precise measurements indicate that the
Auger recombination rate in Cu2O is about two orders of mag-
nitude higher than was assumed before and, therefore, the exciton
densities reached in the up-to-date experiments are far below that

required to achieve a degenerate Bose gas of excitons9.
In our attempt to create a degenerate Bose gas of excitons we

explore another system: a quasi-two-dimensional gas of indirect
excitons in coupled quantum wells (QWs)7,10. There are two
primary advantages of using coupled QWs for realizing a quantum
degenerate exciton gas and, ultimately, the BEC-like phase tran-
sition: (1) the long lifetime of indirect excitons and (2) the short
exciton cooling time. The long lifetimes originate from the spatial
separation between the electron and hole layers (Fig. 1a), resulting
in a radiative lifetime of indirect excitons in our coupled QW
samples that is more than three orders of magnitude longer than
that of direct excitons in single QWs. As for the cooling of hot
photoexcited excitons down to the temperatures of the cold lattice,
which occurs via emission of bulk longitudinal acoustic phonons, it
is about three orders of magnitude faster for excitons in GaAs QWs
than that in bulk GaAs. This is due to relaxation of the momentum
conservation law in the z direction (z ’ QW plane). Indeed, for
quasi-two-dimensional systems the ground-state mode E ¼ 0
couples to the continuum of the energy states E $ E0 rather than
to the single energy state E ¼ E0 ¼ 2Mv2

s (v s is the sound velocity)
as it occurs in bulk semiconductors8. The long lifetime and the fast
cooling rate of indirect excitons favour accumulation of these Bose
particles in the lowest energy states and allow the photoexcited
excitons to cool down to temperatures well below 1 K, where the
dilute quasi-two-dimensional gas of indirect excitons becomes
statistically degenerate10.

Coupled QW structures can provide a further advantage for
indirect-exciton BEC. It is worth noting here that all the recent

Figure 1 Potential profiles in coupled quantum well structures in the growth direction, z,

and in the x–y plane. a, Energy band diagram of the coupled quantum well (QW)

structures. The indirect excitons in coupled QWs are characterized by high cooling rates,

three orders of magnitude higher than in bulk GaAs, and long lifetime, more than three

orders of magnitude longer than in a single GaAs QW. The lifetime is much longer than the

characteristic timescale for cooling, so that the exciton temperature can be very low, well

below 1 K. b, In-plane potential of a trap for excitons in QW structures. The conditions for

the exciton BEC are significantly improved in such potential traps because of the

confinement effect and the enhanced local density driven by the exciton energy relaxation.

c, Schematic of the in-plane potential landscape formed by random potential fluctuations.

Such natural local potential minima can host highly degenerate exciton systems and,

ultimately, BEC.
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advances in BEC of atoms were made possible by exploiting the
confinement of atomic gases within potential traps. Similarly, the
conditions for BEC of indirect excitons are significantly improved if
the excitons are collected in a local minimum caused by an in-plane
modulation of the potential (Fig. 1b). Then T c increases because of
confinement effects and the enhancement of the local density at the
trap centre that result from the drift of photoexcited excitons
toward the bottom of the trap.

In particular, in the case of confinement by an in-plane two-
dimensional harmonic potential the critical temperature is:

Tc ¼
1

kB

ffiffiffi
6
p

p
�hq

ffiffiffiffiffiffiffiffiffi
N=g

p
ð1Þ

where �hq is the quantization energy and N is the number of
excitons in the trap. In the case of confinement by an in-plane
square potential (two-dimensional box):

Tc ¼
4p �h2n

2MgkB

1

lnðnS=gÞ
ð2Þ

where S is the area of the box12. We note that the T c given by these
two equations vanishes either when �hq ! 0 or when S ! 1, thus
reproducing the well-established results that in infinite ideal two-

dimensional systems BEC is only possible at T ¼ 0. In such a
system, however, a phase transition to a superfluid exciton state is
still possible at finite temperatures13. As for atomic systems,
excitons condense in real space in the lowest energy state at the
bottom of the trap, which corresponds to the condensation in
momentum space for infinite systems, that is, to the BEC.

Semiconductor technology allows us now to engineer the in-
plane potential for indirect excitons in nanostructures. For example,
traps can be formed by lateral modulation of the electric field along
z, E z, by application of a local stress or of a local magnetic field.
Besides this interesting approach intrinsic local minima of the in-
plane potential are always present in any QW structure. These
natural traps are caused by random fluctuations of the interfaces,
for example, QW thickness and/or alloy disorder, or E z (see Fig. 1c).
Such potential minima can host highly degenerate exciton systems
and ultimately BEC6,7. There is a great variety of fluctuations (such
as in width and depth) in the random potential of any semicon-
ductor heterostructure. Therefore, among all the many traps present
in a given sample, the exciton gas will, by itself, select those with
optimal parameters for condensation: this is an important advan-
tage of the natural traps. A clear signature of condensation of a
degenerate exciton gas in such a trap is its strongly in-plane
localized photoluminescence (PL) emission peaked at the bottom

 

 

Figure 2 Photoluminescence intensity versus energy and one of the in-plane coordinates

x at T ¼ 1:6 K (the photoluminescence (PL) variation along the orthogonal in-plane

coordinate y is the same). The indirect exciton PL line is at about 1.555 eV; the broad line

below 1.53 eV comes from the bulk nþ-GaAs emission. a, b, The laser excitation spot is

defocused and excites the whole 500 £ 500 mm2 mesa. The indirect excitons are

collected in a natural trap resulting in a PL intensity at its centre about 30 times higher

than outside. c, d, The laser excitation is focused to a spot around 100 £ 200 mm2 about

170 mm away from the trap. Even in these conditions the indirect exciton PL intensity at

the trap centre is about six times larger than at the centre of the excitation spot. This

demonstrates drift and condensation of indirect excitons over macroscopic distances.
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of the trap.
Here we report the first observation of the condensation of

indirect excitons in natural traps, where a highly statistically
degenerate Bose gas of indirect excitons builds up. We have
performed spectrally and spatially resolved PL, monitoring both
the indirect and direct exciton emissions. This enables us to
compare, under identical experimental conditions, the anomalous
behaviour of the former and the regular behaviour of the latter (for
details see Methods section). Using a spatial resolution of 10 mm at
T ¼ 1:6 K, we have observed a huge local enhancement of the
indirect exciton PL intensity in several 500 £ 500 mm2 mesas. We
interpret this effect by the effective accumulation of excitons in
specific natural traps. Depending on the location on the wafer, the
mesas can exhibit no trap, one trap or two traps. In a given sample
the position of traps is well-defined and all experimental results are
extremely robust: for example, they are reproducible after cycling
the sample temperature up to room temperature and back to 1.6 K
many times. Study of the spatial dependence of the PL intensity
along two orthogonal in-plane directions, x and y, indicates that the
exciton clouds in the traps have a nearly circular shape.

As shown in Fig. 2a and b, under uniform excitation of a whole
mesa using a defocused laser, the indirect exciton PL intensity at the
centre of a trap is about 30 times higher than that emitted from any
other location on the mesa outside the trap. This clearly demon-
strates that the indirect excitons collect at the centre of the trap,
where their concentration is strongly enhanced. We estimate the
density of indirect excitons in the uniformly illuminated mesas, far
from the traps, to be navg < 3 £ 109 cm22. This value, using the PL

intensities ratio for the exciton density in the traps yields:
ntrap < 1011 cm22. In Fig. 2a and b the full width at half maximum
(FWHM) of the profile of the exciton cloud in the trap is 23 mm;
thus, the total number of excitons it contains is N ¼ nS < 4 £ 105.

We have also explored the traps under inhomogeneous excitation
using a smaller laser spot, 100 £ 200 mm2, that can be located
anywhere on the mesa as far away from a trap as 400 mm. As seen
in Fig. 2c and d, even in that case the indirect excitons are collected
by the trap and the PL intensity from the trap is up to about six
times higher than the PL intensity in the excitation spot. The long
exciton lifetime and large diffusion coefficient allow the indirect
excitons to travel several hundred micrometres and to be collected
by the trap. During their travel the initially hot excitons, photo-
excited at high energy, effectively thermalize down to the lattice
temperature via photon emission. Therefore, in the case of remote
excitation the trap is filled by the cold excitons. This is confirmed by
the disappearance of the PL emission line of the hot direct excitons
from the spectrum in the trap, although that line is present
in the spectra at the excitation spot. In this case the exciton
density in the laser spot is nspot < 2 £ 1010 cm22, which implies
ntrap < 1:2 £ 1011 cm22 in the trap. This value is similar to that
obtained in experiments with defocused laser excitation discussed
above. In Fig. 2c and d the FWHM of the profile of the exciton cloud
in the trap is 20 mm so that N ¼ nS < 4 £ 105.

Assuming that one can apply the thermodynamic equilibrium
description of ideal point-like bosons to indirect excitons and a two-
dimensional box shape for the trap, equation (2) with the GaAs
parameters g ¼ 4 and M ¼ 0:21m0 (m 0 is the free electron mass14)

Figure 3 The spatial shrinkage of the exciton cloud near the bottom of the potential trap as

the temperature is reduced. a, c, Contour map of the indirect exciton PL intensity versus

the in-plane coordinate x and energy at T ¼ 1:6 K (a) and T ¼ 15 K (c). The temperature

dependence of the diameter of the indirect exciton cloud and their PL peak intensity are

shown in b and d. As the temperature is reduced the indirect excitons condense at the

bottom of the trap.
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gives an estimate for the critical temperatures for exciton BEC in the
trap of Tc < 0:5 K and Tc < 0:7 K, for the uniform and remote
excitations respectively. These crude estimates imply that in our
current experiments with Tbath ¼ 1:6 K the conditions for exciton
BEC are still not achieved. We note, however, that many factors are
disregarded in the estimate; in particular, the indirect excitons are
not ideal bosons—on the contrary, they are characterized by a
nonlocal repulsive interaction that reinforces condensation and
should result in an increase of T c (ref. 15). In the remote excitation
experiments the degenerate Bose gas of indirect excitons builds up
outside the trap in the excitation spot, as revealed by the bosonic
stimulation of exciton scattering to the low-energy states (similar to
experiments in ref. 10). The degree of quantum degeneracy is much
higher for indirect excitons accumulated at the centre of the trap.

The diameter of the exciton cloud near the bottom of the
potential trap reduces as the temperature is lowered, while the
peak intensity increases, as shown in Fig. 3. This demonstrates that
while at high temperatures the excitons are distributed over the high
energy states of the trap, at low temperatures the excitons condense
at the bottom of the trap. Similar spatial shrinkage of atom clouds is
characteristic of atomic BEC in the potential traps.

Direct excitons, however, exhibit none of the collection effects
which influence the indirect excitons so strongly. This is consistent
with a high temperature of direct excitons: the short lifetime does
not allow an effective cooling of direct excitons. Furthermore, that
short lifetime limits the distance they can travel before annihilation,
making collection effects on large length scales impossible for direct
excitons.

In Fig. 4 we show how the PL of optically active indirect excitons
varies with the distance r from the centre of the trap. The PL
emission energy exhibits several anomalies. First, the energy is
higher inside the trap than outside by DEPL < 2 meV. This differ-
ence remains practically constant when the indirect exciton energy
inside and outside the trap are reduced by increasing E z: the trap
looks like a ‘levitating bowl’. This raises several interesting issues for
future studies: (1) Although DE PL is much smaller than the initial
energy of the photoexcited indirect excitons, how can the trap
collect these indirect excitons despite a non-negligible energy
barrier at its edges? (2) The indirect exciton energy in the trap
can be limited by its depth in analogy with the case of atom
evaporative cooling in optical traps. Second, the PL emission energy
exhibits a bump at the centre of the trap, dEPL < 0:5 meV, which
increases with the density of indirect excitons. We tentatively
explain such a ‘Mexican hat’ structure by the pressure induced by
the stimulated flux of excitons towards the centre of the trap. The
microscopic origin of the trap is not essential. The only important
point is that in the fluctuating in-plane potential landscape of the
sample the exciton gas finds spontaneously those local minima with
optimal parameters for condensation. The possibility of evaporative
cooling could be important in the potential minimum selection.
Modelling the overall trap profile by the harmonic potential shown
by the blue dashed line in Fig. 4, equation (1) with N ¼ 4 £ 105

gives, for the ‘ideal boson’ case, Tc < 1:0 K, close to the two-
dimensional box value. A

Methods
nþ–i–nþGaAs/AlGaAs coupled QW structure was grown by MBE. The i-region consists of
two 8-nm GaAs QWs separated by a 4-nm Al0.33Ga0.67As barrier and surrounded by two
200-nm Al0.33Ga0.67As barrier layers. The electric field in the z-direction is monitored by
the external gate voltage Vg applied between the highly conducting nþ-layers. The narrow
PL linewidth, about 1 meV, indicates small in-plane disorder. The sample was excited with
a HeNe laser, wavelength l ¼ 632:8 nm and power P ¼ 3 mW. The experiments were
performed in a 4He cryostat with optical windows. A spatial resolution of 10 mm was
achieved using a pinhole in the intermediate image plane. For Vg < 0 the ground state of
the optically pumped coupled QW is a direct exciton made of an electron and a hole in the
same layer and similar to the excitons in single QWs. For nonzero Vg the ground state is an
indirect exciton made of an electron and a hole in different layers (Fig. 1a). The indirect
excitons have a permanent dipole along z and thus exercise on each other a repulsive
interaction—their energy therefore increases with density. The corresponding energy shift,
dE(n), allows us to evaluate their concentration using dEðnÞ ¼ 4pne2d=e , where d is the
effective separation between the electron and hole layers and e is the dielectric constant.
For the strongest excitations in the experiments reported here excitation density W ¼

10 W cm22 and maximum density nmax . 2 £ 1010 cm22 at the centre of the excitation
spot. Radiative recombination is the dominant decay mechanism of indirect excitons in
our high-quality sample. The spatially resolved PL kinetics shows that the excitons in the
centre of the trap have a lifetime as long as the excitons outside the trap. The energy of the
trapped excitons varies with applied electric field similar to that of the excitons outside the
trap, thus proving unambiguously that the long-lived indirect excitons are those that
condense at the bottom of the trap.
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Three-dimensional (3D) metallic crystals are promising photonic
bandgap1–3 structures: they can possess a large bandgap4–6, new
electromagnetic phenomena can be explored7–9, and high-tem-
perature (above 1,000 8C) applications may be possible. However,
investigation of their photonic bandgap properties is challen-
ging, especially in the infrared and visible spectrum, as metals are
dispersive and absorbing in these regions10. Studies of metallic
photonic crystals have therefore mainly concentrated on micro-
wave and millimetre wavelengths8,11,12. Difficulties in fabricating
3D metallic crystals present another challenge, although emer-
ging techniques such as self-assembly13,14 may help to resolve
these problems. Here we report measurements and simulations
of a 3D tungsten crystal that has a large photonic bandgap at
infrared wavelengths (from about 8 to 20 mm). A very strong
attenuation exists in the bandgap, ,30 dB per unit cell at 12 mm.
These structures also possess other interesting optical properties;
a sharp absorption peak is present at the photonic band edge, and
a surprisingly large transmission is observed in the allowed band,
below 6 mm. We propose that these 3D metallic photonic crystals
can be used to integrate various photonic transport phenomena,
allowing applications in thermophotovoltaics and blackbody
emission.

The tungsten 3D photonic crystal was made by selectively
removing Si from already fabricated polysilicon/SiO2 structures,
and back-filling the resulting mould with chemical vapour depos-
ited (CVD) tungsten. This method could be extended to create
almost any 3D single-crystal metallic photonic crystal at infrared
wavelengths; such photonic crystals have not previously been
achievable. Scanning electron microscope (SEM) images of the
fabricated four-layer 3D tungsten photonic crystal are shown in
Fig. 1a and b.

The optical properties of the 3D tungsten photonic crystal were

characterized using a Fourier-transform infrared measurement
system for wavelengths l ranging from 1.5 to 25 mm (ref. 15). To
obtain reflectance (R), a sample spectrum was taken from a 3D
tungsten crystal, and then normalized to a reference spectrum of a
uniform silver mirror. To find the absolute transmittance (T), a
transmission spectrum taken from a 3D tungsten crystal sample was
normalized to that of a bare silicon wafer. This normalization
procedure is intended to calibrate away extrinsic effects, such as
light reflection at the air–silicon interface and silicon absorption.
For tilt-angle transmission measurements, the sample was mounted
onto a rotational stage with rotational angles v ranging from 08 to
608, measured from the surface normal—that is, the k001l direction.

In Fig. 2a we show the absolute reflectance (black diamonds),
transmittance (small black circles) and absorptance (red circles) of a
four-layer 3D tungsten photonic crystal. Light propagates along the
k001l direction of the crystal and is unpolarized. The reflectance
exhibits oscillations at l , 5.5 mm, rises sharply at l < 6 mm (the
band edge) and finally reaches a high reflectance of 90% for
l . 8 mm. Correspondingly, the transmittance shows distinct
peaks at l , 5.5 mm, decreases sharply at l < 6 mm (the photonic
band edge) and then decreases to below 1% for l . 8 mm. The
dashed line in Fig. 2a is for reference purposes, and shows the
transmittance of a 6,000-Å uniform tungsten film. The simul-
taneous high R and low T at l . 8 mm is indicative of the existence
of a photonic bandgap in the tungsten 3D photonic crystal. The
attenuation is as large as ,30 dB at l ¼ 10 mm for our four-layer
sample, or equivalently a unit cell. The multiple oscillations at
l , 5.5 mm are attributed to photonic density-of-states (DOS)

Figure 1 Images of a 3D tungsten photonic crystal, taken by a scanning electron

microscope (SEM). The images taken with and without oxide are shown in a and b,

respectively. The 1D tungsten rod is 1.2 mm wide, the rod-to-rod spacing is 4.2 mm and

the filling fraction of tungsten material is 28%. The bottom ‘V’ groove is formed owing to a

slow KOH etching {111} planes of the (001) oriented silicon substrate. The step coverage

of the deposition process is not 100%, and this gives rise to the formation of a keyhole in

the centre of the more deeply imbedded lines.
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