
IOP PUBLISHING JOURNAL OF PHYSICS: CONDENSED MATTER

J. Phys.: Condens. Matter 19 (2007) 295202 (13pp) doi:10.1088/0953-8984/19/29/295202

Cold exciton gases in coupled quantum well structures

L V Butov

Department of Physics, University of California at San Diego, La Jolla, CA 92093-0319, USA

Received 23 October 2006
Published 11 June 2007
Online at stacks.iop.org/JPhysCM/19/295202

Abstract
Cold exciton gases can be implemented in coupled quantum well structures. In
this contribution, we review briefly the recent works on spontaneous coherence
of cold excitons and on trapping of cold excitons with laser light.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

1.1. The exciton condensates

Electron–hole systems in semiconductors provide an opportunity for studying a rich variety of
collective states. The first example is an electron–hole droplet. It is a condensate in real space
of degenerate electron and hole Fermi liquids. A review of electron–hole droplets can be found
in [1], and for recent advances in the field see [2].

It was also shown that bound electron–hole pairs—excitons—are hydrogen-like bosons at
low densities naD

B � 1 [3] and Cooper-pair-like bosons at high densities naD
B � 1 [4] (aB

is the exciton Bohr radius, n the density, and D the dimensionality). The bosonic nature of
excitons makes possible their condensation in momentum space, i.e. high occupation of a state
with the occupation number Np � 1. Designing semiconductor structures with the required
characteristics and varying the exciton density, photon numbers, and other parameters allows
an experimental probe of the various types of exciton condensate in momentum space.

The first type of exciton condensate is the condensate of polaritons, which is implemented
in semiconductor microcavities. This condensate is characterized by substantial coupling of
excitons to the optical field, a short lifetime of the polaritons, of the order of a few picoseconds,
and a small polariton mass, ∼10−4 m0 (m0 is the free electron mass) [5]. According to the
theory [6], coherence in the polariton system forms due to a macroscopic coherent optical
field similar to coherence in lasers. (The relation between coherence and condensation is
discussed in section 2.) The polariton condensates, also called polariton lasers [7], have
attracted considerable interest over the last decade. Recent advances in their studies, which
are reported for instance in [8–10], are reviewed in other contributions to this issue.

The second type of exciton condensate is the BCS-like condensate, also called the exci-
tonic insulator [4]. For this condensate, electrons and holes are (nearly) uncorrelated above
the critical temperature and the pairs—excitons—are formed below the critical tempera-
ture. Implementation of the excitonic insulators in photoexcited semiconductor systems is
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challenging mainly due to the problem of cooling the high-density photoexcited electron–
hole plasmas below the critical temperature. An alternative approach is based on equilibrium
semimetal-like electron–hole systems [11]. Such systems can be implemented in semicon-
ductor quantum well (QW) structures [12]. In both the semimetal and semiconductor systems
the interband transitions, which are generally referred to as electron–hole recombination for
semiconductors and tunnelling for semimetals, destroy the coherent properties of the conden-
sate [13, 14]. However, those transitions can be made negligibly small by spatial separation
between the electron and hole layers in coupled quantum well (CQW) structures [15].

A new collective state has been discovered recently in two-dimensional electron gas
(2DEG) bilayers in high magnetic fields at the filling factor ν = 1 [16–20]. This state
was elegantly interpreted in terms of excitons [21]. The correlated electron–hole pairs in
2DEG bilayers—magnetoexcitons—are formed below the critical temperature, and therefore
this collective state has similarities with the BCS-like exciton condensate.

The third type of exciton condensate is the BEC-like condensate, which forms in a gas of
(weakly) interacting hydrogen-like excitons at low densities naD

B � 1 [3]. In contrast to the
BCS-like condensate, in the case of an exciton BEC the excitons are not created at the critical
temperature and instead condense to the lowest energy state due to the thermal distribution. In
contrast to the polariton lasers, in the case of an exciton BEC, coupling of excitons to the optical
field is not essential for establishing coherence. In turn, the critical temperature of this type of
exciton condensate is given by the critical temperature for the BEC and the analogy extends to
other condensate properties [3]. We note parenthetically that the repulsive interaction leads to
the enhancement of the critical temperature [3, 22].

According to the theory, the transition between the different types of exciton condensate
can be implemented by varying the parameters. For instance, the transition from BEC to BCS
condensates in a system of photoexcited excitons can occur with increasing density [4, 23],
while the transition from BEC or BCS to laser can occur with increasing coupling of excitons
to photons and photon numbers [6].

In this contribution, we review briefly the studies of a system of cold hydrogen-like low-
density excitons. The exciton condensation in such systems corresponds to the exciton BEC.

The excitons have finite lifetimes, and their temperature is determined by the ratio of the
exciton energy relaxation and recombination rates. Therefore experimental implementation of
cold exciton gases requires systems with long exciton lifetimes and fast cooling.

Over the last two decades the experimental efforts to implement cold exciton gases in
bulk semiconductors, ultimately with temperatures below the critical temperature for a BEC,
dealt mainly with bulk Cu2O [24–28], a material whose ground exciton state is optically dipole
inactive and which has, therefore, a low radiative recombination rate. Recent measurements
indicate that the exciton densities reached in recent experiments in Cu2O until now are far below
that required to achieve the exciton BEC, presumably due to the high Auger recombination rate
in Cu2O [29–33], and the phenomena observed in Cu2O, while being interesting by themselves,
are explained within a classical framework not related to BEC [29–36].

In order to create cold exciton gases we work with CQW structures. In CQWs, the exciton
lifetime is long due to the spatial separation between electrons and holes, which are confined
in different QWs (figure 2(a)) [15, 37]: in the CQW samples that we study the lifetime of
the indirect excitons is controlled in situ by gate electrodes typically in the range from a few
tens of nanoseconds to a few microseconds, thus being from three (four) to five (six) orders of
magnitude longer than the lifetime of the regular direct excitons (microcavity polaritons); for
a review see [38] (in GaAs single QWs, the exciton lifetime is 20 ps [39, 40]). Besides, the
cooling of hot photoexcited excitons down to the temperatures of the cold lattice, which occurs
via emission of bulk LA phonons, is about three orders of magnitude faster for excitons in QWs
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than that in the bulk material. This is due to relaxation of the momentum conservation law in the
direction perpendicular to the QW plane. Indeed, for quasi-2D systems the ground-state mode
E = 0 couples to the continuum of the energy states E � E0 rather than to the single energy
state E = E0 = 2 Mv2

s (vs is the velocity of sound) as occurs in bulk semiconductors [41, 42].
Because of the long lifetime and high cooling rate, indirect excitons form a unique system

where cold exciton gases with temperatures well below 1 K can be formed. The calculations of
the exciton kinetics [43] show that a gas of indirect excitons in the CQW cools down to 100 mK
in about 70 ns after switching off the excitation pulse, and the accuracy of the calculations is
confirmed by the quantitative agreement with experiment [43]. Since the lifetime of the indirect
excitons can be significantly longer than 70 ns, a dense and cold gas of indirect excitons with
temperatures lower than 100 mK and density in excess of 1010 cm−2 is implemented in dilution
refrigerators with low bath temperature Tb � 50 mK [38]. The estimates below show that an
exciton gas with these parameters is ultracold. Therefore CQWs allow creating and studying
ultracold exciton gases.

Note that in real CQW samples the leakage current due to the photoexcitation and applied
voltage can in principle lead to extrinsic, i.e. not by design, heating of excitons. For instance,
the authors of [46] show that the indirect excitons in their samples do not cool below about 5 K,
presumably due to the high leakage current. In order to implement cold exciton gases in CQW
structures, all extrinsic heating sources, such as leakage current, nonradiative recombination,
and others, must be suppressed. The quantitative agreement between the calculations and
experiments [43–45] proves the absence of noticeable extrinsic heating in the CQW samples
studied in [43–45, 47–49, 55, 62, 65, 71].

Below we estimate how cold the exciton gas in CQWs should be to achieve quantum
degeneracy. The transition from a classical to a quantum gas occurs when bosons are cooled to
the point where the thermal de Broglie wavelength λdB =

√
2π h̄2/(mkBT ) is comparable

to the interparticle separation (for instance, BEC takes place when nλ3
dB = 2.612 in 3D

systems) and the transition temperature for excitons in GaAs/AlGaAs QWs reaches a value
of TdB = 2π h̄2n/(mgkB) ≈ 3 K for the exciton density per spin state n/g = 1010 cm−2

(the exciton spin degeneracy g = 4 and the exciton mass m = 0.22m0 for GaAs/AlGaAs
QWs [47–49]). Note that at this density na2

B ∼ 0.1 and, therefore, excitons are interacting
hydrogen-like Bose particles [3] (aB ≈ 20 nm is the exciton Bohr radius [50]).

It is also essential that the indirect excitons in CQWs are dipoles oriented perpendicular
to the QW plane. The repulsive interaction between such dipoles stabilizes the exciton state
against the formation of metallic electron–hole droplets [51, 52]. Besides, repulsive interaction
results in screening of in-plane disorder potential [53] and therefore improves the sample
quality. In experiments, the repulsive interaction is revealed by the enhancement of the exciton
energy with increasing density [54, 55]. The density of the indirect excitons can be estimated
with high accuracy from this energy shift, n = εbδE/(4πe2d) [56] (d is the separation between
the electron and hole layers and εb is the background dielectric constant).

In earlier studies, the formation of cold exciton gases in CQWs was demonstrated, and
evidence for a set of phenomena expected for exciton condensation was observed in cold
exciton gases: a strong enhancement of the indirect exciton mobility, which is consistent with
the onset of exciton superfluidity [57]; a strong enhancement of the exciton radiative decay
rate, which is consistent with exciton condensate superradiance [57]; fluctuations of the indirect
exciton emission, which are suggestive of fluctuations near the phase transition [54]; a strong
enhancement of the exciton scattering rate with increasing exciton concentration revealing
bosonic stimulation of exciton scattering [43]; and narrowing of the exciton PL spectra, which
is consistent with narrowing of the exciton energy distribution [58, 60, 61]. While all these
phenomena are observed at expected parameters for the exciton BEC (below the estimated
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Figure 1. (a) 2D and (b) 3D images of the spatial PL pattern in a CQW structure. The pattern
features include the inner exciton ring, the external exciton ring, the localized bright spots (LBSs),
and the macroscopically ordered exciton state (MOES)—a periodic array of beads with spatial order
on a macroscopic length. The MOES forms in the external ring at low temperatures below a few
kelvin. From [65] and [44].

BEC critical temperature), are consistent with the expected specific properties of the exciton
BEC, and have no alternative to BEC explanation so far, they do not present unambiguous
evidence for the exciton BEC. (Regarding the absence of alternative explanations, it should be
noted that one of these phenomena, namely narrowing of the exciton PL spectra [58, 60, 61],
was also discussed in terms of the exciton redistribution in the in-plane random potential [59].)

1.2. The exciton pattern formation

Recently, spatial photoluminescence (PL) patterns have been observed in structures with
coupled [62–65] and single [66] quantum wells. The pattern features include the inner exciton
rings [62], the external exciton rings [62–66], the localized bright spots (LBSs) [62, 65, 67, 68],
and the macroscopically ordered exciton state (MOES)—a periodic array of beads with spatial
order on a macroscopic length (figure 1) [62, 65].

The inner and outer exciton rings and LBSs are observed up to high temperatures and are
classical phenomena. Their origin has been identified: the inner ring has been explained in
terms of nonradiative exciton transport and cooling [44] and the external rings and LBSs have
been explained in terms of macroscopic in-plane charge separation and exciton formation at the
interface of the electron- and hole-rich regions [65, 66]. We stress that bringing the external
ring as evidence of a BEC and superfluidity by Snoke in [63, 64] is inconsistent since the
ring is observed up to high temperatures, which exceed TdB by more than order of magnitude
and even substantially exceed the exciton binding energy [50, 69]. The later fact means that
the external ring is observed even at temperatures where overwhelming majority of excitons
dissociate according to the Saha equation [70].

In contrast, the MOES is a low-temperature phenomenon. The MOES appears abruptly in
the external rings at low temperatures below a few kelvin [62, 65]. Research to understand the
origin of the MOES is in progress.

2. Spontaneous coherence of cold excitons

In this section, we briefly review the recent work on spontaneous coherence of cold
excitons [71].

Coherence of excitons in quantum wells attracts considerable interest. It has been
intensively studied by four-wave mixing [72], coherent control [73], and interferometric and
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Figure 2. (a) The CQW band diagram. (b) Scheme of MZ interferometer with spatial and spectral
resolution. (c) The pattern of indirect exciton PL. The area of view is 280 μm × 250 μm. Spectra
for the left (d), right (f), and both (e) arms of the MZ interferometer. The light was selected from the
centre of the arrow-marked MOES bead. The length of view (vertical axis) is 25 μm. (g) Visibility
of the interference fringes versus T . (h) Calculated visibility as a function of the coherence length
for M2 = 1.7. (i) The exciton coherence length (squares) and contrast of the spatial intensity
modulation along the ring (circles) versus T . The shaded area is beyond experimental accuracy.
Vg = 1.24 V, Pex = 0.7 mW, and δl = 4.2 mm for all the data. T = 1.6 K for the data in (c)–(f).
D = 25 μm, for the data in (d)–(f) and 50 μm for the data in (g), (h). From [71].

speckle analysis of resonant Rayleigh scattering [74–76]. In all these experiments, exciton
coherence was induced by a resonant laser excitation and was lost within a few picoseconds
after the excitation pulse due to exciton–exciton and exciton–phonon collisions and due to
inhomogeneous broadening by disorder.

Another fundamentally interesting type of coherence is spontaneous coherence (not driven
by the laser excitation). It is related to the exciton momentum distribution. For free particles the
coherence length ξ and the spread of the momentum distribution δk are related by ξδk ∼ π ,
see e.g. [77]. For a classical thermal gas the coherence length is given by the de Broglie
wavelength, ∼0.1 μm at T = 2 K, while for a condensate with narrow momentum distribution
the coherence length exceeds this value and ultimately reaches the size of the system.

Spontaneous coherence can be experimentally studied using nonresonant laser excitation
so that the coherence is not driven by the laser. However, nonresonant excitation may lead to
strong heating of the excitons in the excitation spot [43–45]. Therefore, here we review studies
of coherence in the external exciton rings [62], which form far away from the excitation spot
(figure 1), at the border between the electron- and hole-rich regions [65, 66]. The external ring
of indirect excitons in CQWs is the region where the exciton gas is cold: the excitons in the
ring are formed from well-thermalized carriers and their temperature essentially reaches that
of the lattice. The cold exciton gas in the external ring can form the MOES [62]. The MOES
appears abruptly along the ring at T below a few kelvin.

In [71] we reported on the emergence of spontaneous coherence of excitons at low
temperatures. The exciton coherence length increases strongly below a few kelvin, in concert
with the macroscopic spatial ordering of excitons. At the lowest T the measured coherence
length corresponds to a very narrow spread of exciton momentum distribution, much smaller
than that for a classical exciton gas.
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Spontaneous coherence of excitons translates into coherence of the emitted light [78–81].
To probe it several optical experimental techniques have been proposed: a second-order optical
response [78], Hanbury–Brown–Twiss interferometry [79, 80], and a speckle analysis at off-
resonant excitation [81]. Our technique is based on measuring the first-order coherence
function of the electric field E(t, r) of the light emitted by excitons. This quantity is defined
by [82, 83]

g(t, r) = 〈E(t ′ + t, r′ + r)E(t ′, r′)〉/〈E2(t ′, r′)〉 (1)

(local ergodicity in space and time is assumed). The linear technique allows us to work with
the low-level optical signals of the spatially resolved PL.

Our experimental setup (figure 2(b)) is a variant of Mach–Zehnder (MZ) interferometry
with new ingredients. First, we added spatial resolution by collecting the light only from a
selected area of size D/M1 = 2–10 μm in the middle of an MOES bead (figure 2(c)). This
was done by placing a pinhole of diameter D = 10–50 μm at the intermediate image plane of
magnification M1 = 5. Second, we added the frequency resolution by dispersing the output of
the MZ interferometer with a grating spectrometer. (The image was further magnified by the
factor M2 ≈ 2 after the pinhole.) The output of the spectrometer was imaged by a nitrogen-
cooled CCD (figure 2(b)). The MZ delay length δl was controlled by a piezo-mechanical
translation stage. The PL pattern of the indirect excitons (figure 2(c)) was also imaged with
the pinhole removed and the image filtered at the indirect exciton energy (dashed path in
figure 2(b)). The excitation was supplied by a HeNe laser at 633 nm (the laser excitation
spot with FWHM 7 μm is in the centre of the exciton ring; see figure 2(c)). The excitation
was 400 meV above the indirect exciton energy and well separated in space; therefore, no
laser-driven coherence was possible in the experiment. The CQW structure with two 8 nm
GaAs QWs separated by a 4 nm Al0.33Ga0.67As barrier was grown by molecular-beam epitaxy
(MBE); see figure 2(a). For an applied external gate voltage Vg ≈ 1.2 V the ground state is
an indirect exciton with a lifetime τrec ∼ 40 ns (details of the CQW structures can be found
in [38]).

An example of the measured interference pattern is shown in figure 2(e). The light was
collected from the centre of the bead shown in figure 2(c) by the arrow. The modulation period
δλ of the CCD signal I was found to obey the expected dependence δλ = λ2/δl. To quantify the
amplitude of the modulations we computed their visibility factor V = (Imax−Imin)/(Imax+Imin)

using a method based on Fourier analysis. The visibility factor was examined for a set of δl
and T . The details of the method are described in [71].

The main experimental result is presented in figure 2(g): visibility of the interference
fringes sharply increases at temperatures below a few kelvin. This contrasts with the T -
independent V of the direct exciton emission measured at the excitation spot centre at T =
2–10 K.

The theoretical data analysis is described in [71]. By analogy to the first-order coherence
function (equation (1)) at the coincident points for a classical source with a Lorentzian emission
lineshape g(t, r = 0) = exp(−t/τc), where τc is the inverse linewidth, we assume the r -
dependence in the form g(t, r) = g(t, 0) exp(−r/ξ), where ξ is the coherence length. We
deduce ξ from the contrast of the periodic modulations in the CCD image, figure 2(e), as
described in [71]. The measured V (T ), figure 2(g), and the calculated V (ξ), figure 2(h), allow
us to obtain the coherence length ξ(T ). Figure 2(i) shows that the coherence length increases
sharply at T below a few kelvin. Intriguingly, the increase of ξ is in concert with the MOES
formation.

Naively, the interference pattern of an extended source of length ξ washes out when
ξδk ∼ π , where δk is the spread of the momentum distribution. For ξ ∼ 2 μm (figure 2(i)),
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this gives δk ∼ 104 cm−1, which is much smaller than the spread of the exciton momentum
distribution in a classical exciton gas δkcl ∼ h̄−1√2mkBT ≈ 3 × 105 cm−1 at T = 2 K. In
turn, this corresponds to a spread of the exciton energy distribution h̄2δk2/2m ∼ 1 μeV, which
is much smaller than that for a classical exciton gas δEcl ∼ kBT ≈ 200 μeV at T = 2 K.
The coherence length ξ ∼ 2 μm strongly exceeds the classical value, which is given by the de
Broglie wavelength, ∼0.1 μm at T = 2 K. It may also be interesting to estimate the exciton
phase-breaking time τφ = ξ 2/Dx , where Dx ∼ 10 cm2 s−1 [44] is the exciton diffusion
coefficient. Using again ξ = 2 μm, we get τφ of a few nanoseconds. In comparison, the
inverse linewidth τc ≈ 1 ps.

Let us now discuss physical mechanisms that may limit ξ and τφ . Since τrec ∼ 40 ns � τφ ,
the effect of exciton recombination on the phase-breaking time is negligible. Next, the excitons
are highly mobile, as evidenced by their large diffusion length, about 30 μm [84]; therefore, ξ

is not limited by disorder localization. The coherence length may also be limited by inelastic
collisions of excitons with phonons and with each other. For the high exciton densities
n ∼ 1010 cm−2 in our experiments, the dominant ones are the latter [42]. Note also that
the spontaneous coherence we report arises in a cold thermalized exciton gas (the lifetime τrec

of the indirect excitons is much longer than their thermalization time to T = 2 K, ∼1 ns [43]).
Note also that the system of indirect excitons is characterized by design by negligibly small

coupling of excitons to photons. Therefore, spontaneous coherence emerging in the system of
cold indirect excitons is similar to coherence in ultracold matter and is different from the laser-
like coherence due to a macroscopic coherent optical field. The latter type of coherence is
characteristic for systems like microcavity polariton lasers, where coupling to the optical field
is essential for establishing coherence [6].

Theoretical calculation of ξ due to exciton interactions is yet unavailable. It is expected,
however, that inelastic processes should vanish at T = 0. Our findings call for developing
a quantitative theory of phase-breaking processes in nonclassical exciton gases at low
temperatures when the thermal de Broglie wavelength is comparable to the interparticle
separation.

3. Trapping of cold excitons with laser light

In this section, we briefly review the idea of trapping of cold excitons with laser light and its
experimental implementation [45].

Lasers enable a precise and non-invasive application of force while also providing high-
speed control of the trapping field. This allows in situ trapping and control for a rich variety
of small neutral particles. Since their invention three decades ago, laser-based traps have been
key devices in the advancement of atomic physics and biophysics; for reviews see [85–88].

In atomic physics, the use of the Doppler cooling technique [89] by sets of counter-
propagating lasers is employed to form an ‘optical molasses’ containing atoms viscously
confined at microkelvin temperatures. The introduction of optical tweezers to this molasses
enabled the first 3D stable trap for atoms by capturing them from the surrounding molasses.
Following this initial trapping of atoms, much work was devoted to the creation of
larger-volume magneto-optical traps (MOTs) to enhance the achievable densities of trapped
atoms [85–88]. It was specifically these MOTs that led to the first realizations of BEC in
atoms [90–92]. Since this initial realization of BEC, interest has returned again to optical traps,
which can be used to study magnetic effects on BEC, such as Feshbach resonances, without the
complexity added by disrupting the magnetic field used in MOTs [85–88]. The possibility of
patterning and controlling the potential profile by laser excitation is also effectively employed
in studies of atom BEC in optical lattices [93].
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Recently [45], we proposed and demonstrated laser-induced trapping for a new system—a
gas of excitons in CQWs. Since the quantum degeneracy temperature scales inversely with
the mass, quantum exciton gases can be achieved at temperatures of a few kelvin [3], see
above, several orders of magnitude higher than quantum atom gases [94, 95]. Therefore, we
chose indirect excitons for development of a method to trap cold excitons with laser light.
This technique opens a pathway towards high-speed control of quantum gases of bosons in
semiconductors—quantum exciton gases.

The possibility of exciton confinement and manipulation in potential traps attracted
considerable interest in earlier studies. Pioneered by the electron–hole liquid confinement
in the strain-induced traps [96], exciton confinement has been implemented in various traps:
strain-induced traps [97, 98], traps created by laser-induced local interdiffusion [99], magnetic
traps [100], and electrostatic traps [101–103].

The principle underlying the new method of laser-induced exciton trapping is described
below. The CQW geometry [38] is engineered so that the interaction between excitons is
repulsive: indirect excitons, formed from electrons and holes that are confined to different
QWs by a potential barrier, behave as dipoles oriented perpendicular to the plane, and an
increasing exciton density causes an increase of the interaction energy [51–53]. The repulsive
character of the interaction is evidenced in experiments as a positive and monotonic line shift
with increasing density [54, 55]. Due to the repulsive interaction, a ring-shaped laser spot
should form a potential trap with the energy minimum at the ring centre. Similarly to all optical
traps, an important advantage of laser-induced exciton trapping is the possibility of controlling
the trap in situ by varying the laser intensity in space and time. Moreover, the excitons at the
trap centre are cold since they are far from the hot laser excitation ring. The long lifetimes
of the indirect excitons allow them to travel to the trap centre, due to their drift and diffusion,
before optical recombination. This leads to accumulation of a cold and dense exciton gas at the
trap centre. The implementation of this idea is briefly described below.

In our experiments, the spatial x–y PL pattern is acquired by a nitrogen-cooled CCD
camera after spectral selection by an interference filter chosen to match the indirect exciton
energy exclusively. As a result, we are able to remove the low-energy bulk emission that
otherwise dominates the spectrum under the laser excitation area. This allows the direct
visualization of the indirect exciton PL emission intensity profile in spatial coordinates (see
figures 3(b)–(d)). In addition, in figure 3(a) we plot the exciton PL in the energy–coordinate
plane as measured when a slit along the diameter of the ring is dispersed by a spectrometer
without spectral selection by an interference filter. Our investigations determined that a laser
excitation ring with a diameter of 30 μm and a ring thickness following a Gaussian profile
of FWHM = 2σ 
 7 μm provided the optimal conditions for our CQW sample. The ring-
shaped cw laser excitation was performed by a Nd:YVO4 laser at 532 nm, or HeNe laser at
633 nm, or Ti:sapphire laser tuned to the direct exciton resonance of 788 nm. Spatial and
spectral features were essentially similar for all excitation wavelengths investigated. In the
experiments with excitation above the AlGaAs barrier (λ = 532 or 633 nm), photoexcited
unbalanced charges and the external ring are created, while in the experiments at nearly
resonant excitation (λ = 788 nm), no photoexcited unbalanced charges or external ring are
created [65]. Comparison of these two experiments has shown that the charge imbalance and
external ring make no noticeable effect on the exciton trapping. All experimental data presented
here are from a set of 532 nm excitation ring data taken with excitation powers Pex in the range
1–1000 μW and with gate voltage Vg = 1.4 V. The same CQW structure was studied as in the
experiment on spontaneous coherence; see above.

As can be seen in figures 3(b)–(d) and 4(a), for low excitation powers the PL profile follows
the laser excitation ring; however, with increasing excitation power a spatial PL peak emerges
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Figure 3. Images of laser-induced trapping of excitons. (a) Image of the PL signal in E–x
coordinates. (b)–(d) x–y plots of the PL intensity from indirect excitons created by 532 nm cw
laser excitation in a 30 μm diameter ring on the CQW sample. For (b)–(d) the excitation powers
are Pex = 10, 35, 100 μW and for (a) Pex = 75 μW. Sample temperature Tb = 1.4 K.
From [45].

at the centre of the laser excitation ring, indicating the accumulation of a cold and dense exciton
gas. The exciton degeneracy at the trap centre NE=0 = exp(TdB/T ) − 1 [42] can be estimated
from the exciton density and temperature. The exciton density n = εbδE/(4πe2d) is measured
directly by the exciton energy shift δE ; see above (n = 1010 cm−2 for δE 
 1.6 meV).
The exciton temperature at the trap centre is essentially equal to the lattice temperature due to
the absence of heating sources at the trap centre. The estimate shows that for the excitation
Pex = 1 mW and temperature Tb = 1.4 K, see the experimental data in figures 3 and 4, the
exciton degeneracy at the trap centre is NE=0 
 8. The theoretical modelling confirms this
estimate; see figure 4(f).

Note that the exciton trapping by laser light is based on a different physical principle
compared to the atom trapping by laser light. However, the two techniques lead to conceptually
similar optical trapping of quantum gases—of excitons or atoms, respectively.

A parabolic energy trap is apparent in the interior of the excitation ring (figures 3(a)
and 4(c)). The decrease in the indirect exciton PL at the location of the excitation ring
(figure 4(a)) is because the high-energy photogenerated excitons heat the exciton gas; this
heating reduces the fraction of optically active excitons, which have low energies, E � Eγ =
E2

gεb/(2mc2), where Eg is the energy gap and c is the speed of light [39]. As they drift and
diffuse away from the excitation area, the excitons thermalize to the lattice temperature Tb and
become optically active, leading to the moderately enhanced PL intensity directly external to
the excitation ring. The strong enhancement of the PL at the excitation ring centre, figure 4(a),
is due to (1) the excitons’ thermalization to the lattice temperature and (2) the accumulation
of large numbers of excitons driven by dipole repulsion away from the higher-density region
towards the ring centre.

A particular feature of the trap is that it is formed by the indirect excitons themselves: the
trap potential is given in the mean-field approximation by Utrap = δE = u0n = 4πe2nd/εb,
where u0 is a positive scattering amplitude. Note that the trap-confining potential is determined
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Figure 4. Spatial profiles of the PL intensity and energy for the excitons in the laser-induced trap.
(a) Measured PL intensity, (b) calculated PL intensity, (c) measured energy position of the PL line,
and (d) calculated exciton concentration against radius r‖ for four optical excitation powers Pex.
The vertical axes of (c) and (d) cover the same range due to the relation δE = 4πe2nd/εb, where
d = 12 nm for our sample. The ring-shaped profile of the laser excitation is shown by the thin
dotted lines in (a) and (b). Sample temperature Tb = 1.4 K. (e) The calculated radial dependence
of the exciton temperature T for optical excitation power of 1000 μW (solid black) and the lattice
temperature Tb = 1.4 K (dotted blue). (f) The calculated occupation number NE=0 for our samples
against radius r‖ for the same four optical excitation powers as in (a)–(d). From [45].

by the radial exciton density distribution and is essentially independent of other characteristics
of indirect excitons such as their temperature, etc.

Accumulation and thermalization of the particles in the laser-induced trap was modelled
by solving numerically three coupled nonlinear equations which describe the transport [53],
relaxation and PL dynamics [42] of indirect excitons, respectively. The theoretical model is
described in [45]. The parameters in the model, such as the diffusion coefficient D(2d)

x and
the amplitude of the disorder potential Urand in the CQW structure, were evaluated in the
earlier study [44] of the inner PL ring from indirect excitons generated by a point-focused laser
beam. The numerical calculations [45] excellently match the experimental results (figures 4(b)
and (d)).

The increase of the exciton gas temperature due to heating by photogenerated excitons at
the excitation ring is evident in figure 4(e). A minor heating due to the exciton potential energy
gradient [45] can also be seen outside the excitation ring. Finally, the theoretical calculations
confirm that, in our experiments, which deal with the cryostat temperature Tb = 1.4 K, high
nonclassical occupation numbers, NE=0 
 8, build up at the trap centre (figure 4(f)).

4. Summary

In this contribution we have briefly reviewed the studies of various types of exciton condensate
as well as the recent works on spontaneous coherence of cold excitons and on trapping of cold
excitons with laser light.

10
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A Mach–Zehnder interferometer with spatial and spectral resolution was used to probe
the spontaneous coherence in cold exciton gases, which are implemented experimentally in
the ring of indirect excitons in coupled quantum wells [71]. A strong enhancement of the
exciton coherence length is observed at temperatures below a few kelvin. The increase of the
coherence length is correlated with the macroscopic spatial ordering of excitons. The coherence
length at the lowest temperature corresponds to a very narrow spread of the exciton momentum
distribution, much smaller than that for a classical exciton gas.

We proposed laser-induced trapping for a gas of excitons in quantum well structures
and demonstrated the trapping of a highly degenerate Bose gas of excitons in laser-induced
traps [45]. An important advantage of laser-induced exciton trapping is the possibility of high-
speed control of degenerate exciton gases in the traps in situ by varying the laser intensity in
space and time.
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